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ABSTRACT
Entry to human-robot interaction research, e.g., conducting empir-
ical experiments, faces a significant economic barrier due to the
high cost of physical robots, ranging from thousands to tens of
thousands, if not millions. This cost issue also severely limits the
field’s ability to replicate user studies and reproduce the results to
verify their reliability, thus offering more confidence to incorporate
these findings. Although virtual reality (VR) user studies present a
potential solution, it is unclear whether we can confidently transfer
the findings to physical robots and physical environments because
VR isolates both the physical robot and the physical world where
robots operate. To address this issue, we propose to leverage aug-
mented reality (AR) only to simulate a virtual robot but retain the
physical environment. Specifically, we designed an experiment to
compare virtual and physical robots in a physical mobile manipu-
lation task environment, involving manipulation and navigation
tasks for generalizability. To further improve ecological validity,
we evaluate both types of robots subjectively regarding usability,
trust, and personal preference, which HRI research has shown to
be widely used in HRI. The results of this work will benefit many
researchers studying these important issues in robotics. If virtual
robots mixed into the physical world are not worse than physi-
cal robots, it opens new possibilities for empirical research with
cost-free virtual robots and the results are transferable to physical
situations.
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1 INTRODUCTION
Human-robot interaction (HRI) leverages a wide range of academic
disciplines and various research methods [17], the former including
social psychology, robot design, and the latter including quanti-
tative and qualitative methods in settings like labs and the wild.
Recently, there has been increasing research on reproducibility and
replicability [8, 12–14, 21, 27, 28]. The goal is to improve confidence
and trust in the findings of user studies as well as for researchers to
easily share and expand upon each other’s findings, thus facilitating
rapid advancement in the field.

Yet, the cost of physical robots presents an economic barrier that
limits the replication and reproduction of HRI experiments with
physical robots. For instance, the starting price for a two-link edu-
cation robot arm [5] with a minimally useful reach (45𝑐𝑚) is already
about $1,700. For mobile manipulators like the Hello Robot Stretch
[3] and Fetch [2], frequently used in HRI studies, range from about
$25,000 to $100,000 [4]. These costs forced significant financial
burdens on researchers regarding robots’ acquisition expenses.

To solve the cost issue and allow more reproducibility tests
for reliability and confidence, augmented reality (AR) can offer a
solution. AR adds situated virtual overlays onto our physical world
[7], and in our case, AR allows us to situate a wholely virtual robot
in its physical task environment. This direction has been partially
shown promising in [15]’s work inwhich participants rated a virtual
AR armmounted on a physical mobile robot the same regarding task
performance, socially present, competent, warm, and likable to the
more expensive physical ones when using deictic gestures; Indeed,
the virtual AR robot arm was rated more anthropomorphic due to
the lack of mechanical sound. Although promising, their study has
focused on the arm appendage and reference behaviors. It remains
unknown if a whole AR virtual robot can retain these perceptions
or in common manipulation and navigation tasks, limiting the
ecological validity required to use the results confidently in general
real-world tasks.

In this work, we designed an experiment to compare the per-
formance of a physical robot and the AR counterpart subjectively
to complete an identical task in physical settings. Future results
will inform whether we can use an AR virtual robot in a physical
environment for some studies instead of a physical robot. Another
benefit is enhancing accessibility in HRI experiments, primarily
focusing on the cost of HRI experiments with physical robots. We
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expect to reduce the economic barrier with AR, which can replace
the high-cost physical robot with its AR virtual version.

2 RELATEDWORK
Over the past few decades, HRI research has shown differences
in perception comparing purely virtual and physical robots. For
example, physical robots are better at influencing [9], learning [19],
enjoyability [10], and proximity [9].

As AR progresses and integrates more into HRI, exploring the
potential impact becomes important. In contrast to virtual agents
that wholly exist on computer screens, AR enables virtual objects
or agents to be displayed over a user’s perception of reality [7].
Multiple research examined how individuals perceive AR agents
mixed into the physical world. [25] found that participants perceive
AR agents as physically distant when altering the audio volume
level according to distance. Furthermore, [20] showed that properly
occluding virtual humans increases the co-presence, i.e., the sense
of being together, and makes the virtual human’s behavior more
physically plausible in AR settings.

In HRI, many studies have examined how AR can visualize its
behaviors and intent, according to a recent survey by [32]. As
mentioned earlier, most relevant to our study is the work done by
[16], who mounted an AR virtual robot onto a mobile robot and
compared it to physical counterparts for making pointing gestures.
Results showed that a more cost-effective virtual arm in AR was on
par with the physical counterpart in the experiment. Specifically,
the AR virtual arm was rated equally socially present, competent,
warm, likable, and more anthropomorphic.

Besides the intersection of AR and HRI, we now discuss the re-
lated work done in replicability and reproducibility. In recent years,
the need to make HRI studies more reproducible and replicable
has attracted more and more attention [8, 12–14, 21, 28]. Notably,
[8] proposed developing an online database with a standardized
form to assist HRI researchers in documenting and sharing the
specifics of their studies. This resource aims to facilitate the replica-
tion of HRI research. Moreover, [12] accessed 414 papers of HRI and
RO-MAN conferences through 2019-2021, revealing that over 62%
papers needed to report recruitment methods and compensation.
This research offered recommendations for enhancing reporting
study metadata for more reproducible studies in HRI. [14] also high-
lighted that the training of HRI researchers could encourage the
reproducibility of HRI studies. Most recently, [27] open-sourced a
generalized language-based experiment software project using the
most popular NAO/Pepper platform and shared a concrete work-
flow, hopefully overcoming replicability barriers to compare the
results with the same robot platform studies in HRI research.

Regarding VR to improve applicability and reproducibility, many
studies [22, 23, 30, 33] explored replacing physical robots with
VR robots in experiments. For example, [22] compared the differ-
ence between VR and physical robots interacting with humans
and found that humans feel less comfortable interacting with VR
robots regarding personal space preferences. [30] showed that VR
could successfully replicate the results of interactive experiences
in virtual environments with the same complexity as in real envi-
ronments. However, the interaction between the virtual robot and
the real world is a limitation that cannot be ignored.

Thus, it is yet unknown whether we can use AR virtual robots
as low-cost substitutes for physical robots in empirical studies. Our
work investigates whether the findings from AR robots can transfer
to physical robots, thus enhancing reproducibility and accessibility.

3 HYPOTHESIS
To ensure our findings from comparing physical robots and virtual
robots in a physical environment generalize to a wide variety of
works in HRI, we used the most common measures found in [35]’s
work and developed the following hypotheses. Specifically, they
[35] analyzed over 1400 papers from the ACM/IEEE HRI and the
IEEE RO-MAN conference between 2015 and 2021 to classify subjec-
tive and objective measures that could enhance the replicability and
usability of HRI research. Our study adopted the research findings
to evaluate subjective experience. At submission time, we are still
working on hypotheses about objective performance.

Equal subjective experience: We believe the AR virtual ro-
bot situated in a physical environment will have equal or greater
positive perceptions as a physical robot, measured by usability,
trust, and personal preference. This is grounded in the AR robot
appendage study by [16].

4 METHOD
To test our hypothesis, we designed a within-subjects experiment.

4.1 Apparatus
4.1.1 Robot Platform. For our results to be generalizable to both
manipulation and navigation tasks and compatibility with the
widely adopted Robot Operating System (ROS) [26], we plan to
use a Fetch mobile manipulator [34]. The robot has a 7-degree-
of-freedom arm centrally positioned in front of the torso. Its base
circumference measures 60cm. Its torso can adjust height between
1.1m and 1.5m. Its arm extends to a maximum of 114cm, diminish-
ing to 83cm with a downward-pointing gripper. Considering the
arm’s chest position and the base’s radius, effective reachability is
limited to approximately 53cm.

Fetch also has a Primesense Carmine RGBD camera, ranging
from 0.35m to 1.4m. We will use the robot’s ROS package [2] for
the virtual robot and render it in Unity while controlling it with
MoveIt through ROS#, similar to what [16] did. Thus, we ensure
constant variables that the virtual Fetch robot will have exactly
the same size, appearance, and movement characteristics as the
physical Fetch.

4.1.2 Augmented Reality Head-Mounted Display. We use a Mi-
crosoft HoloLens 2 [1]: a commercially available holographic, opti-
cal see-through AR display with a field of view of 43◦ × 29◦.

4.1.3 Task Environment. As shown in Figure 1, the task environ-
ment has multiple tables (stations) with different parts and contain-
ers for the Fetch robot to collect and place into corresponding caddy
sections. It also has a gear machine to create threads from raw gears,
which we do not use as the physical machine is unavailable.
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Figure 1: The FetchIt! Mobile Manipulation Challenge envi-
ronment in simulation. The robot aims to place a specific
set of parts into different caddy sections and then carry the
caddy to the inspection table for human assembly.

4.2 Task and Implementation
We plan to let Fetch navigate and manipulate (pick-and-place tasks)
between three stations (Gear Station, Caddy Station, and Inspection
Station). We will use the apparatus introduced in Section 4.1.

The Fetch robot will interact with three types of objects. It will
pick, carry, and place the objects between three stations to complete
the task. We plan to randomly place six small and four large gears
at the gear station, and two caddies will be placed at the caddy
station. The Fetch robot will first move to the gear station. After
arriving, the robot will identify and distinguish between the gear
bottoms and gear tops. The robot will pick up one gear bottom and
carry it to the caddy station. Upon arrival, the robot will detect the
large compartment in the caddy, where it will place the gear. After
this, the robot will transport the caddy to the inspection station.

All objects will be physical in this experiment except for the
object to be manipulated because an AR virtual robot can not ma-
nipulate physical objects. As there are already CAD models in the
Gazebo (a simulation software) simulation environment [6], we
will import them to Unity to create the virtual representation of
the manipulated object, aligning with the dimensions of the actual
physical experimental space.

When the virtual Fetch robot places a gear into the physical
caddy, we will apply occlusion techniques to replicate the level of
coherence found in the physical world. This technique ensures that
participants will not see what is inside the physical caddy, similar
to the constraints in the physical world.

4.3 Experiment Design
We will implement three conditions and counterbalance the order-
ing effect by applying a Latin square to this within-subjects study.
We will manipulate the physicality (physical vs. virtual) of the robot
and the objects to be manipulated. Thus, we have:

1) The physical robot manipulates physical objects.
2) The physical robot manipulates virtual objects.
3) The virtual robot manipulates virtual objects.
Note that theoretically there is a fourth condition: the virtual ro-

bot manipulating physical objects. However, we remove it because
it is practically impossible.

4.4 Procedure
We will conduct this study in person, as participants will wear
the HoloLens 2 AR headset. Upon arrival, participants will receive
an informed consent form. Following consent to participate, they
will complete a demographic survey. Then, they will watch videos
showing how to wear the HoloLens 2 and calibration. Afterward,
they will wear the headset and be allocated to one of three experi-
mental conditions and experience the other two according to the
Latin square sequence assigned to them. As this is a within-subjects
study, participants will wear the AR headset throughout the study
to avoid not wearing it counfound the study results.

Before experiencing the first condition, we will ask questions to
confirm participants’ understanding of the task and the procedure.
Upon experiencing each condition, participants will be asked to
complete a questionnaire about all subjective measures. Finally,
they will be debriefed and receive payment to compensate for their
time. We will pilot the study, and based on the average completion
time, we will calculate the compensation accordingly.

4.5 Data Collection and Measures
Partially drawing inspiration from [35]’s work on top HRI mea-
sures, we will use three subjective metrics to test our hypotheses.
Specifically, we will measure usability using the System Usability
Scale (SUS) [11], the most frequently used named survey to measure
usability. For assessing trust, because [35] showed that the most
commonly used named survey is the Trust in Automation Scale
[18], which was only used three times. We will instead use the more
recent yet already widely cited Multi-Dimensional Measure of Trust
(MDMT) [24, 29]. In short, MDMT captures both the performance
and moral aspects of trust. Lastly, we will ask which robot type the
participants prefer to measure personal preference.

4.6 Data Analysis
We will analyze our data using the Bayesian analysis framework
[31] rather than the Frequentist approach. Bayesian hypothesis
testing allows us to quantify evidence for and against competing
hypotheses. This means that it can quantify evidence in favor of a
lack of an effect (H0), particularly fitting the test of our hypothesis
of equal subjective experience. (Note that the Frequentist approach
cannot support the null hypothesis.) Specifically, the Bayesian ap-
proach uses the Bayes Factor (BF), a ratio of evidence between
the two competing hypothesesH1 and H0. For example, 𝐵𝐹10 = 5
means that the data collected is five times more likely to occur
under H1 thanH0, thus supportingH1. For more details and the
benefits of the Bayesian approach, we refer readers to [31].

4.7 Participants
As the Bayesian approach is not grounded in the central limit theo-
rem, it does not require power analysis to ensure the validity of the
statistical data analysis, unlike the frequentist approach. Nonethe-
less, we plan to post posters on bulletin boards and mailing lists to
recruit at least 30 individuals from the University of South Florida
community, including students, faculty, and nearby residents.
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5 INQUIRIES OR DISCUSSION FOR MENTOR
As mentioned earlier, we are currently still investigating objective
measures. As an AR virtual robot could not manipulate physical
objects, we want to discuss what objective metric we would collect
data to measure them, and what hypotheses we may propose. More-
over, I (the first author) want to discuss more about some other
common measures that are important for our study results to be
generalizable that are not in [35]’s work. Specifically, we believe
[35]’s work is limited in that, for trust, MDMT was used two times
in the previous conference papers. The Trust in Automation Scale
[18], another named survey, was used three times. This shows the
limitation by limiting us to the HRI and RO-MAN literature from
2015-2021.

6 CONCLUSION
Motivated by the cost-effective alternative of using AR robots in
physical environments for conducting HRI studies, as well as pro-
moting replicability and reproducibility, we designed an experiment
to compare the subjective perception of AR virtual and physical
robots in physical environments completing identical tasks. To
ensure the generalization of our future findings, we focus on mea-
suring usability, trust, and personal preference, which are the most
investigated subjective measures. We expect the findings will sug-
gest that AR offers a cost-free, replicable, and accessible option for
HRI research, indicating the potential for broader application in
studies with AR virtual robots yet physical environments where
budget and replicability are key considerations.
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